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Introduction

Over the past decade there has been a significant increase in the need to document the results and impacts of Cooperative Extension programming as both funders and the public demand greater accountability. As individual faculty members, program impacts and accountability are also important within the university for individual personnel evaluations, as well as promotion and tenure consideration. Evaluating and communicating the work we do, therefore, is a necessary and important part of everyone’s responsibility to themselves, Cooperative Extension, the university and the people of Nevada.

To accomplish our impact and accountability responsibilities, each of us needs to assess our own evaluation skills and find ways to help strengthen our collective ability to meet these evaluation challenges. This report provides the opportunity to assess your evaluation skills, as well as strengthen them through the evaluation framework and resources that are provided. I hope this report will serve as a resource for your evaluation program needs, to help you increase your own capacity to provide quality assessments and evaluations, and to help us as an organization document, recognize and reward our successes in serving the needs of the people of Nevada.

Karen Hinton,
Dean and Director,
University of Nevada
Cooperative Extension
Overview and Purpose

In 2007, a committee of University of Nevada Cooperative Extension (UNCE) faculty was formed to identify program evaluation expertise within University of Nevada, Reno (UNR), ascertain professional development program evaluation topics, and compile resources associated with program evaluation that could be used by UNCE faculty and staff. The overarching charge of the committee was to increase the capacity of UNCE faculty and staff to design and implement quality program evaluations. This publication represents the initial product of the committee and begins with the rationale, definition and assumptions related to program evaluation within UNCE, followed by appendices that contain a general logic model example, the types of program impacts that UNCE programming often attempt to document, a program evaluation competency self-assessment, a framework containing the scope of competencies needed to conduct program evaluations, and essential references and resources related to this topic.

It is critical for UNCE faculty to demonstrate the impact of their programming. This is typically accomplished through program evaluation. Program evaluation should be an integral component of program development. As such, how a program is to be evaluated should be considered in the program planning stage. Appendix A provides a Logic Model for program development and program evaluation that helps to graphically show this relationship. Logic models are increasingly used and endorsed by Cooperative Extension professionals to reveal the linkages between program development activities and evaluation outcomes, and are often the first step in program evaluation planning.

Program evaluations serve multiple purposes: accountability, monitoring of program effectiveness, gleaning new knowledge, faculty performance, and maintaining oversight of staff and compliance with regulations. Program evaluation can be used to justify a program’s existence and design, can help validate the resources spent, determine if
needs and educational goals have been met, and to assess if the issues that the program intended to influence have been impacted. There is no single best approach or method to evaluate all programming efforts, just as there is no single best approach to delivering programs.

This diversity of programming purpose results in differing levels of program design, duration and intensity, necessitating unique program evaluation strategies for each program. Appendix B displays the common types of program outcomes relevant to Cooperative Extension programming, including definitions and examples of each. Faculty and staff need to be knowledgeable and creative in designing, implementing and reporting their program evaluation efforts. Furthermore, faculty must be respectful and accepting of the variety of program evaluation approaches when critiquing their peers. Quantitative, qualitative, ethnographic, narrative, economic and other evaluation methods are equally beneficial to ascertain program impact when used correctly. Sensitivity to differences in program objectives, target audiences and delivery methods is critical to understanding the appropriateness of the approach used and the results obtained. Finally, if a goal of a program evaluation is dissemination of the evaluation results through publication, then UNR Institutional Research Board (IRB) certification should be sought and obtained.

Definitions

For the purposes of UNCE, which as an organization aspires to “discover, develop, disseminate, preserve and use knowledge to strengthen the social, economic and environmental well-being of people (UNCE, 2008),” program evaluation is tied to the community-based programming that faculty and staff develop and implement. In this context, program evaluation is the measuring of what happened as a result of an intervention or activity, based on pre-established goals and objectives. Although many types of evaluation have been identified in the research base, two are particularly relevant to the educational mission of
UNCE: formative or process evaluation and summative or impact evaluation. Each can significantly contribute to the quality of UNCE programming. Formative (process) evaluation examines a program or activity as it develops and can involve pre-testing of materials, and the tracking of the number of program materials, contacts, barriers encountered, and/or curricular and program modifications. The goal of this evaluative process is to make the program more efficient, more relevant, and more likely to accomplish program goals. Summative (impact) evaluation assesses program or activity outcomes (changes that occur as a result of the program, without necessarily establishing cause and effect conclusions) and impacts (effectiveness in changing target populations’ knowledge/learning, behavior/action or in conditions). Both types of program evaluations require the establishment of measurable goals and objectives, the identification of measurement and sampling strategies, the description of implementation strategies and the outline of reporting tactics.

A growing national trend is to require more measurement and reporting of outcomes/impacts than in the past. This means Cooperative Extension faculty and staff must become increasingly competent in these types of program evaluation in order to compete for program funding and disseminate their program impacts. At the same time, it is acknowledged that the types of program outcomes/impacts important for UNCE programming may not become evident until sometime after the program experience. In addition, UNCE audiences can be highly heterogeneous in terms of age, culture, learning styles, literacy levels and geographic place. For these reasons, community-based program impacts may be more complicated and/or time consuming to assess than in traditional classroom contexts. It is hoped that this document will assist UNCE faculty and staff to better professionally prepare, plan and conduct community-based program evaluations.
Underlying Assumptions and Expectations

Not all UNCE faculty and staff have the education and experience in program evaluation to design and implement quality evaluations for their activities and programming. For this reason, we endorse the professional competency ladder as outlined by Senge (2006) and modified for Cooperative Extension professionals on program evaluation by the National Evaluating for Impact Committee (Arnold, Calvert, Cater, Evans, LeMenestrel, Silliman, & Walahoski, 2008) as a model for UNCE faculty and staff (see Appendices C & D). This modified model divides professional competency into three pertinent levels for UNCE professional development: Novice, Advanced Beginner and Practitioner. The educational content of this paper is organized according to these three competency levels. The full professional competency ladder goes beyond the Practitioner level and includes Mentor and Expert competency levels, which are not addressed in this paper. It is not expected or desirable that all UNCE faculty and staff move beyond practitioner status to become experts in program evaluation. However, through professional development and collaborative learning opportunities, over time, it would be expected that staff with data collection and program evaluation responsibilities attain an Advanced Beginner level and that faculty attain Practitioner level program evaluation competency. It is hoped, however, that Mentor (and possibly Expert) level faculty can be identified to help with the professional development and coaching opportunities needed to help faculty and staff attain Advance Beginner and Practitioner competency levels. If mentor faculty are identified for such coaching activities, it is critical they be rewarded and their activities be written into their role statements.

Because of the complexity of community-based program evaluation, collaborative approaches to evaluation, when possible, often result in higher quality and more effective evaluations. This also is often the case in terms of multi-method evaluations, where diverse data-
collection methods within the same evaluation design, can contribute unique information on program effectiveness. Program evaluations need to be congruent to program scope and intensity; greater program resources, higher dosage or intensity levels for participants, and more rigorous program goals require more thorough and complex evaluation designs. For these reasons, we believe program evaluation planning should coincide with the inception of program development, teams of faculty and staff should collaborate on program evaluations when possible, and that no single evaluation type, method or approach can be used for all programs, given the scope and diversity of UNCE educational activities and programming.

**Program Evaluations, Individual Job Performance Evaluations & Evaluation Targets**

Given the nature of every organization’s efforts to evaluate individual job performance, it is important to clarify how the outcomes/impacts of program evaluation might be linked to individual job performance evaluations. Thus, program evaluation results should be reported and reviewed during the annual faculty and staff performance evaluation cycle. It is recognized, however, that important program outcomes/impacts may not be measurable or reportable during a particular annual performance evaluation cycle. Change in knowledge (learning) often can be readily measured in the immediate or short term, but change in behavior may not occur for some time and changes in societal or community conditions may take years. In this case, formative evaluation results and changes in knowledge (learning) may be appropriate to consider in the annual performance evaluation for faculty. At some point, however, it is appropriate to expect a program’s outcomes/impacts to be reported in the faculty/staff annual evaluation; in some cases multiple program cycles may be needed to collect the participant numbers required for analysis.

Program outcomes/impacts should be reported in the annual evaluation cycle in which they are available and it would be appropriate to
consider them as a part of that year’s job performance evaluation. In
addition to such program outcomes/impacts, formative evaluation results,
as well as results from properly designed outcome evaluation studies that
reveal unexpected findings, can contribute important information on how
to improve, modify or discontinue programs. This information is critical to
the continued quality and accountability of UNCE educational
programming and should be reported on annual evaluations when
obtained.

There is no expectation that all UNCE programs be evaluated to
the same degree. There would be an expectation, however, that the
larger, more resource-intensive and/or ongoing UNCE programs would be
appropriate for more focused and/or intensive program evaluation efforts.
Given the need to be accountable to both funders and the public we serve,
this has become increasingly important.

Scope and Content of Program Evaluation Competencies

Appendix C provides a self-assessment tool to identify individual
program evaluation competency strengths and weaknesses. This
assessment corresponds to the Program Evaluation Competency model
and educational resources found in Appendix D. Generally, scores mostly
in the 1 and 2 range of a competency section on the assessment mean
that the individual should seek to raise their competency in that evaluation
topic. To aid this, Appendix D is organized in three levels of mastery:
Novice, Advanced Beginner and Practitioner, and encompass critical
knowledge that UNCE faculty and staff need for successful program
evaluation. Individuals at the Novice level learn the basics of evaluation;
for some this will be a first foray into the subject area. The Advanced
Beginner level presumes a competency level in which individuals begin to
apply their knowledge to real settings, which also provide the opportunity
for additional learning. Finally, individuals at the Practitioner level should
be able to demonstrate evaluation knowledge and skill through
independent work.
Competency sections in Appendix D encompass seven program evaluation areas that are important to UNCE program evaluation: Program Planning for Effective Program Evaluation; Focusing an Evaluation; Evaluation Design; Evaluation Methods; Collecting and Handling Data; Analyzing and Interpreting Data; and Communicating Evaluation Results. Each contains a definition of that evaluation area, the scope and content of what individuals should know to attain novice, advanced beginner and practitioner competency levels in program evaluation and specific resources for that area. Appendix E provides additional general Web-based program evaluation resources and Appendix F lists UNR expertise that is available to UNCE faculty and staff regarding program evaluation planning, implementation, data analysis and report development.

**Conclusion**

We hope the educational materials and resources in this paper will help UNCE faculty and staff to increase their capacity to design and implement quality program evaluations. It has been the committee’s intent to bring a greater focus, discussion and appreciation for evaluation of UNCE educational programming. We encourage faculty and staff to take the short, self-assessment found in Appendix C, *Increasing Your Evaluation Capacity: How Do You Rate Yourself?* Results can be used to better understand your strengths and weaknesses on evaluation topics. Appendix D provides the competency guidelines and resources to increase your knowledge and skills in the evaluation areas you rate yourself lower. This self-assessment also can help you identify professional development opportunities which can help you further develop your program evaluation skills. Embracing the program evaluation challenge will help UNCE continue to create relevant, high-quality educational programming for the citizens of Nevada; we hope the evaluation educational content assembled for this paper will assist you in your own professional development.
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Appendix A

Generic Logic Model for CSREES Reporting

(This model is intended to be an illustrative guide for reporting on CSREES-funded research, education and Cooperative Extension activities. It is not a comprehensive inventory of our programs.)

### Situation
- Farmers face increasing challenges from globalization
- Opportunity to improve animal health through genetic engineering
- Insufficient # of trained & diverse professionals entering agricultural fields
- Youth at risk
- Invasive species is becoming an increasing problem
- Bioterrorism
- Obesity crisis
- Impaired water quality

### What we invest:
- Faculty
- Staff
- Students
- Infrastructure
- Federal, state and private funds
- Time
- Knowledge
- The collection of stakeholder opinions

### What we do (Activities):
- Design and conduct research
- Publish scientific articles
- Develop research methods and procedures
- Teach students
- Conduct non-formal education
- Provide counseling
- Develop products, curriculum & resources

### Who we reach (Participation):
- Other scientists
- Cooperative Extension Faculty
- Teaching Faculty
- Students
- Federal, state & private funders
- Scientific journal, industry & popular magazine editors
- Agencies
- Policy and decision-makers
- Agricultural, environmental, life & human science industries
- Public

### Products, services and events that are intended to lead to the program’s outcomes:
- Scientific publications
- Patents
- New methods & technology
- Plant & animal varieties
- Practical knowledge for policy and decision-makers
- Information, skills & technology for individuals, communities and programs
- Participants reached
- Students graduated in agricultural sciences

### Occurs when there is a change in knowledge or the participants actually learn:
- New fundamental or applied knowledge
- Improved skills
- How technology is applied
- About new plant & animal varieties

### Occurs when there is a change in behavior or the participants act upon what they’ve learned and:
- Apply improved fundamental or applied knowledge
- Adopt new, improved skills
- Directly apply information from publications

### Occur when a societal condition is improved due to a participant’s action taken in the previous column.
- Increased market opportunities overseas and greater economic competitiveness
- Better and less expensive animal health
- Vibrant & competitive agricultural workforce
- Higher productivity in food provision
- Better quality of life for youth & adults in rural communities
- Safer food supply
- Reduced obesity and improved nutrition & health
- Higher water quality and a cleaner environment

### Assumptions
- These are the premises based on theory, research, evaluation knowledge etc. that support the relationships of the elements shown above, and upon which the success of the portfolio, program or project rests. For example, finding animal gene markers for particular diseases will lead to better animal therapies.

### External Factors
- A brief discussion of what variables have an effect on the portfolio, program or project, but which cannot be changed by managers of the portfolio, program or project. For example, a plant breeding program’s success may depend on the variability of the weather...etc.
Appendix B

Definitions & Examples of Program Outcomes

Program Outcomes - Planned results or changes for individuals, groups, communities, organizations or systems. Types of outcomes include:

<table>
<thead>
<tr>
<th>DEFINITION</th>
<th>EXAMPLES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Change in Knowledge</strong></td>
<td>Occurs when there is a change in knowledge or the participants actually learn:</td>
</tr>
<tr>
<td></td>
<td>• New fundamental or applied knowledge</td>
</tr>
<tr>
<td></td>
<td>• Improved skills</td>
</tr>
<tr>
<td></td>
<td>• How technology is applied</td>
</tr>
<tr>
<td></td>
<td>• About new plant &amp; animal varieties</td>
</tr>
<tr>
<td></td>
<td>• Increased knowledge of decision-making, life skills, and positive life choices among youth &amp; adults</td>
</tr>
<tr>
<td></td>
<td>• Policy knowledge</td>
</tr>
<tr>
<td></td>
<td>• New improved methods</td>
</tr>
<tr>
<td></td>
<td>• Developmental learning activities for young children</td>
</tr>
</tbody>
</table>

| **2. Change in Behavior/Action** | Occurs when there is a change in behavior or the participant's act upon what they've learned. |
| | • Apply improved fundamental or applied knowledge |
| | • Adopt new improved skills |
| | • Directly apply information from publications |
| | • Adopt and use new methods or improved technology |
| | • Use new plant & animal varieties |
| | • Increased skill by youth & adults in making informed life choices |
| | • Actively apply practical policy and decision-making knowledge |
| | • Changes in parenting practices |

| **3. Changes in Condition** | Occurs when a societal condition is improved due to a participant's change in action. These are usually changes in Social, Economic, Civic and Environmental conditions. Synonymous with Impact. |
| | Includes changes in conditions as a result of the change in behavior based on knowledge learned. |
| | • Dollars saved or dollars increased |
| | • Increased market opportunities overseas and greater economic competitiveness |
| | • Better and less expensive animal health |
| | • Vibrant & competitive agricultural workforce |
| | • Higher productivity in food provision |
| | • Better quality of life for youth & adults in rural communities |
| | • Safer food supply |
| | • Reduced obesity and improved nutrition & health |
| | • Higher water quality and a cleaner environment |
| | • Reduced incidence of child abuse and neglect |

5/29/08 - Taken from CSREES Generic LOGIC Model, http://www.csrees.usda.gov/about/strat_plan_logic_models.html
Appendix C*

Increasing Your Evaluation Capacity: How Do You Rate Yourself?

This self-assessment can be used to understand your knowledge level of specific areas of program evaluation. Individual responses of this self assessment are not meant to be totaled; rather this should be used as a checklist to determine what your individual level of competency is in relation to a specific evaluation content area. In general, scores of ‘0’ indicate a pre-novice level of competency for that topic; scores of ‘1’ indicate a novice level of competency; scores of ‘2,’ an advanced beginner level; and scores of ‘3,’ a practitioner level. Demonstrated outcomes for each of these competency levels, as well as educational resources for each of the evaluation topic areas contained in this assessment, can be found in Appendix D.

How do you rate yourself?
0- I know nothing about this
1- I understand the basic concept - (novice level)
2- I can implement this concept with assistance - (advanced beginner level)
3- I can implement this concept independently and/or teach it to others - (practitioner level)

<table>
<thead>
<tr>
<th>I. Program Planning for Program Evaluation</th>
<th>I know nothing about this</th>
<th>I understand the basic concept</th>
<th>I can implement this concept with assistance</th>
<th>I can implement this concept independently and/or teach it to others</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Know the terms or components of a logic model</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>b. Develop a logic model or other theory of change for program planning</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>c. Create evaluations that match a program logic model or program theory</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>II. Focusing an Evaluation</th>
<th>I know nothing about this</th>
<th>I understand the basic concept</th>
<th>I can implement this concept with assistance</th>
<th>I can implement this concept independently and/or teach it to others</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Determine whether a program is a good candidate for evaluation (interest, resources, expertise, capacity)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>b. Determine the purpose of evaluation</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(stakeholders, audience, etc)</td>
<td>I know nothing about this</td>
<td>I understand the basic concept</td>
<td>I can implement this concept with assistance</td>
<td>I can implement this concept independently and/or teach it to others</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>--------------------------</td>
<td>--------------------------------</td>
<td>---------------------------------------------</td>
<td>-------------------------------------------------</td>
</tr>
<tr>
<td>c. Know when to use different types of evaluation (process, outcome, etc.)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>d. Develop evaluation questions from a logic model</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>e. Develop an evaluation plan (indicators, data sources, etc.)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>f. Manage an evaluation (conduct, budget, create timeline, monitor, critique)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

### III. Evaluation Questions and Designs

<table>
<thead>
<tr>
<th>I know nothing about this</th>
<th>I understand the basic concept</th>
<th>I can implement this concept with assistance</th>
<th>I can implement this concept independently and/or teach it to others</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Develop evaluation questions that match the goals of the evaluation</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>b. Match evaluation questions to levels of logic model (inputs, outputs, outcomes)</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>c. Define and distinguish indicators for success</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>d. Generate appropriate evaluation questions based on audience, culture, program context, purpose, stakeholders</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>e. Knows different types of evaluation designs (pre-post, longitudinal, retrospective)</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>f. Match evaluation design to evaluation questions (what needs to be known)</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>g. Adapt designs to limitations (funding, time, resources, expertise)</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

### IV. Evaluation Methods

<table>
<thead>
<tr>
<th>I know nothing about this</th>
<th>I understand the basic concept</th>
<th>I can implement this concept with assistance</th>
<th>I can implement this concept independently and/or teach it to others</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Understand when to use qualitative method</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>b. Understand when to use quantitative method</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>---</td>
<td>---------------------------------------------</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>c. Describe the strengths and limitations of different qualitative methods</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>d. Describe the strengths and limitations of different quantitative methods</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>e. Apply appropriate methods to answer evaluation questions</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>f. Develop survey questions</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>g. Develop protocols for focus groups and interviews</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>h. Develop observation protocol</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>i. Write methods section for evaluation report and IRB</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

### V. Collecting and Handling Data

<table>
<thead>
<tr>
<th></th>
<th>V. Collecting and Handling Data</th>
<th>I know nothing about this</th>
<th>I understand the basic concept</th>
<th>I can implement this concept with assistance</th>
<th>I can implement this concept independently and/or teach it to others</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a. Understand institutional requirements for collecting data with human subjects (IRB)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>b. Conduct focus groups and interviews</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>c. Understand strategies for effective data collection (consent, timing, facilitation, setting, nondisruptive, working with special populations)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>d. Process, handle and store data (working with data sets, creating data code books, transcripts)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>e. Critique tools and instruments (for reliability and validity)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>f. Use technology (Web-based surveys, photo techniques)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

### VI. Analyzing and Interpreting Data

<table>
<thead>
<tr>
<th></th>
<th>VI. Analyzing and Interpreting Data</th>
<th>I know nothing about this</th>
<th>I understand the basic concept</th>
<th>I can implement this concept with assistance</th>
<th>I can implement this concept independently and/or teach it to others</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a. Understand basic concepts in analyzing</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>
and interpreting qualitative data (e.g. triangulation, member checks)

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>b.</td>
<td>Select and apply descriptive statistics (e.g. frequencies, means, standard deviation, range)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>c.</td>
<td>Understand assumptions, properties and limitations of inferential statistics (e.g. parametric/non-parametric data, data diagnostics)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>d.</td>
<td>Select and conduct appropriate procedures for data analysis (includes qualitative and quantitative software packages)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>e.</td>
<td>Interpret findings and construct conclusions</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>f.</td>
<td>Identify limitations of results</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

### VII. Communicating Evaluation Results

<table>
<thead>
<tr>
<th></th>
<th>I know nothing about this</th>
<th>I understand the basic concept</th>
<th>I can implement this concept with assistance</th>
<th>I can implement this concept independently and/or teach it to others</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>Match content of evaluation report to audience needs</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>b.</td>
<td>Know standard content of evaluation reports</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>c.</td>
<td>Develop different types of evaluation reports (full report, executive summary, impact statement/success story, marketing materials, media strategies, scholarly dissemination)</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>d.</td>
<td>Develop program recommendations and commendations</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Appendix D*

Competency 1: Program Planning for Effective Program Evaluation

The first competency area involves understanding and using program development logic models to plan and implement programs. Particular emphasis is placed on identifying short-, medium- and long-term outcomes and their importance in setting the stage for effective evaluation of the program. At this level, individuals also learn to identify other areas of a logic model that can also provide important evaluation information.

Novice Level: Individuals are familiar with terminology and reasoning of one or more logic models.

Demonstrated Competencies:

- Define and give examples of each level of the Targeting Outcomes of Programs (TOP) model or UWEX Logic Model.
- Explain logic model steps used in an established program (e.g., talk through a planned program)
- Describe the role of the logic model in the larger process of program development (e.g., note context of assessment, implementation, evaluation)
- Explain role and significance of program evaluation standards of utility, feasibility, propriety, and accuracy
- Explain the role and importance of ethics in evaluation
- Describe how to use results of evaluation to modify or extend a planned program (e.g., criteria, processes)
- Explain the role of reassessment in the process of evaluation and reprogramming

Advanced Beginner Level: Individuals are skilled in generating, explaining and assessing the results of a logic model.

Demonstrated Competencies:

- Develop a small-scale logic model (with assistance)
- Explain program/logic model to immediate stakeholders (e.g., those directly involved in the program).
- Explain role of program/logic model in the larger county (state) plan-of-work (in the case of integrated programming, link a specific program to larger goals)
- Explain subtopics of evaluation standards of utility, feasibility, propriety, and accuracy, with examples related to logic model for program
- Explain lessons learned after completing sample program evaluation and interpret changes in program or evaluation to immediate stakeholders

Practitioner Level: Individuals are skilled in interpreting a logic model and engaging stakeholders in using the model to improve programs.

Demonstrated Competencies:

- Guide a stakeholder group in development of a logic model for a program
- Explain program and logic model to a broad group of stakeholders
- Lead or contribute to development of a logic model (POW, integrated program) for a larger system
- Explain (at planning and/or reassessment) the link between specific program outcomes and strategies used to accomplish those outcomes
- Explain the relevance and importance of standards for a specific program logic model, with examples from practice
- Explain the relevance and importance of standards for a specific program logic model, with examples from practice
- Explain specific processes and products of a program evident in the evaluation of a specific program.

Resources to assist with this competency area:


Competency 2: Focusing an Evaluation

When faced with conducting a program evaluation many people are not sure how to begin. Often times, this uncertainty results in an evaluation that has not been sufficiently planned and focused. Careful evaluation planning is directly connected to the quality of the evaluation results and is a critical first step in the evaluation process. This competency area covers the different purposes and types of program evaluation. A special emphasis is placed on developing evaluation questions that are linked to the program’s theory or framework. Developing indicators and identifying data sources is also critical at this phase. Developing and following an evaluation protocol, timeline and project management plan also is important.

Novice Level: Learner understands the elements of planning and focusing an evaluation

Demonstrated Competencies:

- The purposes of evaluation
- Process and outcome evaluation
- Developing evaluation questions
- Identifying indicators of change
- Identifying data sources
- Managing an evaluation

Advanced Beginner Level: Should be able to create and use an evaluation plan to carry out an evaluation

Demonstrated Competencies:

- Create and evaluation plan
- Conduct the program evaluation
- Monitoring of the evaluation
- Evaluation of the evaluation

**Practitioner Level:** Should be able to demonstrate skill in planning and implementing a program evaluation.

**Demonstrated Competencies:**

- Plan and conduct a complete evaluation with minimal guidance.

**Resources to assist with this competency area:**


Competency 3: Evaluation Design

Evaluations are only as good as the questions that drive them, so developing effective questions and strategies for each level of impact is a critical skill in program development. This competency section focuses on evaluation questions appropriate to quantitative and qualitative methods and their relation to outcome indicators and results. A special emphasis is placed on types of evaluation questions, and matching questions to indicators and outcomes. Learning the terminology and types of questions that can be used in evaluation is important. Advanced Beginners are encouraged to work with a mentor or team to develop viable questions for real programs and understand the logical links between outcome goals and questioning strategies.

Novice Level: Individuals are familiar with key concepts of design: evaluation questions and indicators, timelines.

Demonstrated Competencies:

- Should be able to explain types of evaluation questions -- open-ended, close-ended -- content, process
- Distinguish between short-, mid-, and long-term outcome questions
- Define and distinguish indicators
- Know several quantitative and qualitative methods
- Explain and follow an external timeline

Advanced Beginner Level: Have developed skills in generating, explaining and assessing questions and indicators and be able to match them to appropriate evaluation methods.
Demonstrated Competencies:

- Able to generate evaluation questions
- Able to link indicators to framework stages
- Select and use at least one quantitative and one qualitative indicator in consultation with mentor
- Explain and follow external timeline

Practitioner Level: Skilled in preparing questions and evaluation methods to effectively assess and improve programs.

Demonstrated Competencies:

- Able to generate and edit questions on own, based on program objectives
- Able to adapt questions to audience and methods
- Able to link appropriate indicators to program outputs and outcomes
- Able to select and use more than one method on own
- Able to adjust or augment to changes in plan or program

Resources to assist with this competency area:


Competency 4: Evaluation Methods

This competency involves gaining knowledge of specific methods often used in evaluations. Individuals know about quantitative and qualitative methods and their appropriate use.

Novice Level

*Demonstrated Competencies:*

- Able to explain the difference between qualitative and quantitative methods.
- Able to identify appropriate qualitative methods for evaluation
- Able to identify appropriate quantitative methods for evaluation
- Able to learn the difference between inferential and descriptive statistics.

Advanced Beginner Level

*Demonstrated Competencies:*

- Knows the relationship between evaluation questions and evaluation methods.
- Can apply appropriate methods to specific evaluation questions.
- Knows basic descriptive statistics (e.g., means, median, mode, range, SD, etc.)

Practitioner Level

*Demonstrated Competencies:*

- Able to choose and use appropriate methods for evaluation question.
- Able to apply appropriate methods to specific evaluation questions.
- Knows basic inferential statistics (e.g., t-tests, one-way ANOVA, etc.)

**Resources to assist with this competency area:**


Purdue University Writing Lab. (n.d.). *Writing your research project report*. Retrieved from: http://owl.english.purdue.edu/handouts/WAC/CDFS/powerpoint/researchprojectreport.ppt#256

Competency 5: Collecting and Handling Data

This competency focuses on understanding how to collect and manage quantitative and qualitative data. Topics include the ethics and procedures for the collection, storage and processing of data; developing a quantitative data set; data collection methods; developing a data collection methods protocol; and matching data collection methods to evaluation questions.

Novice Level

*Demonstrated Competencies:*

- Knows ethics of data collection, processing and storage.
- Knows different data collection methods.
- Knows about processing and handling quantitative and qualitative data.
- Knows about the standard parts of a written methods section for an evaluation report or article.

Advanced Beginner Level

*Demonstrated Competencies:*

- Has gained skills in preparing IRB packages.
- Can match data collection methods to different evaluation questions.
- Can apply the proper procedures for handling data using a mock data set.
- Can apply what they have learned about writing methods sections for evaluation reports or articles.

Practitioner Level

*Demonstrated Competencies:*

- Can apply skills in preparing IRB packages to real study.
- Can apply knowledge of data collection methods to the creation of a simple data collection tool.
- Can critique other existing data collection tools.
- Can apply the proper procedures for handling data using a real data set.
- Can apply knowledge of how to write an evaluation report.
Resources to assist with this competency area:


University of Wisconsin Extension Publication G3658-12 *Analyzing Qualitative Data* http://learningstore.uwex.edu/pdf/G3658-12.PDF


**Competency 6: Analyzing and Interpreting Data**

This competency area covers basic analysis procedures available for both quantitative and qualitative data. Using statistical software (such as SPSS) individuals know how to perform descriptive and inferential analyses and know how to interpret the results.

**Novice Level:**

*Demonstrated Competencies:*

- Can identify appropriate procedures for analyzing data
- Understands basic findings and can explain them to stakeholders

**Advanced Beginner Level:**

*Demonstrated Competencies:*

- With guidance can apply appropriate procedures to conduct data analysis
- With guidance, can interpret findings, construct conclusions, and develop formal methods to communicate them

**Practitioner Level:** Individuals are skilled in analyzing quantitative and qualitative data and at interpreting findings and articulating reasonable conclusions.

*Demonstrated Competencies:*

- Selects and conducts appropriate analysis procedures to program data
- Can appropriately interpret findings and develop conclusions from analysis of program data

**Resources to assist with this competency area:**

*Beyond Basics: Evaluating Community-Based Programs Training Curriculum*


*Statistical Resources on the on the web*
http://www.psychstat.missouristate.edu/scripts/dws148f/statisticsresourcesmain.asp


Tromchin, M.K., *Research Methods Knowledge Base: Descriptive Statistics*
http://www.socialresearchmethods.net/kb/statdesc.htm
http://www.socialresearchmethods.net/kb/statcorr.php

Competency 7: Communicating Evaluation Results

This competency involves learning how to convert evaluation results into forms of communication that are useful to various stakeholders. The purposes of reporting, the content of a standard evaluation report, how to identify stakeholders, and how to present the results that matter most to different stakeholder groups are included.

Novice Level

Demonstrated Competencies:

- Knows the purpose of planning and reporting evaluation results.
- Knows can identify different stakeholder audiences and items of importance to each audience.
- Knows the standard content of evaluation reports

Advanced Beginner Level

Demonstrated Competencies:

- Individual can develop basic evaluation reports which include all standard sections.
- Individual knows the different types of evaluation reports.

Practitioner Level

Demonstrated Competencies:

- Individual can develop complete evaluation reports which are adapted for specific audiences
Resources to assist with this competency area:

*Beyond the Basics: Evaluating Community-Based Programs, University of Arizona:*
  
  [http://ag.arizona.edu/fcs/cyfernet/cyfar/index5.htm](http://ag.arizona.edu/fcs/cyfernet/cyfar/index5.htm)

  


*Planning and Evaluation Resource Center, Tufts University:*
  

*Success Story Guidance, University of Wisconsin Extension:*
  
  [http://www.uwex.edu/ces/prs/success.cfm](http://www.uwex.edu/ces/prs/success.cfm)


*University of Kentucky, College of Agriculture, Program Development and Evaluation Resources: [http://www.ca.uky.edu/agpsd/soregion.htm](http://www.ca.uky.edu/agpsd/soregion.htm)*
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Appendix E

Web-based General Program Evaluation Resources

The following links provide some great guidelines for evaluating community-based programs.

**General Guides to Program Evaluation**

A Guide to Family Intervention and Prevention Program Evaluation
This step-by-step guide provides a basic overview to planning and implementing a youth program evaluation, with a slight focus on family violence prevention and intervention programs.

2002 National Science Foundation User-Friendly Handbook To Program Evaluation
This handbook provides a lengthy but user-friendly guide to evaluating programs, from early design to qualitative and quantitative analysis with a special focus on creating culturally responsive evaluations.

Administration on Children, Youth, and Families (ACYF) Program Managers’ Guide to Evaluation Research
This nine-chapter handbook is an easy-to-use guide through all steps in evaluation research, with a special focus on youth program evaluation. The guide provides step-by-step instructions through design, implementation, analysis and data reports.

Ways to Improve the Quality of Your Program Evaluations, a quick guide to improving your program evaluation.

Basic guide toward planning and implementing an evaluation process for for-profit or nonprofit programs

**Design and Implementation**

Cost Analysis in Evaluation Research
This Web site provides an overview of how to conduct an adequate cost analysis prior to conducting evaluation research.

Alternative Methods for Collecting Evaluation Data
This Web site provides some useful guidelines for implementing alternative evaluation data strategies. Topics include: focus groups, cost analysis, portfolio assessment, qualitative interviews, and existing records.

Quick Tips for Evaluation Research
This Web site by the University of Wisconsin-Extension group provides some quick tips for evaluation research from planning, collecting and analyzing data. The guide concludes with a discussion on how to effectively communicate and evaluate your data.
Using Logic Models
This site by the University of Wisconsin-Extension group provides some helpful information for creating and implementing logic models in evaluation research.

Enhancing Program Performance with Logic Models Comprehensive interactive Web resource to learn about and improve your use of logic models now available.

Using Surveys in a Community
This Web site provides a general overview for designing, distributing, and using questionnaire data.

Communicating with Your IRB
This guide provides some useful tips on how to communicate the goals of your project with your IRB through all stages of program evaluation.


Introduction to Program Evaluation which includes types of program evaluation, steps of evaluation, methods for gathering data, data collection techniques, etc.

The Penn State Cooperative Extension Program Evaluation provides information to design and implement a useful program evaluation in order to improve a program, compare delivery methods, respond to stakeholders, advocate and prepare for promotion.

Communicating Your Findings

Beyond the Data This interactive Web site provides a basic guide for how best to communicate evaluation research findings in a meaningful way.

Specifics on Program Evaluation

Step-By-Step Manuals for Program Evaluation
Publisher: CYFER.net
Description: This Web site includes more than 41 step-by-step guides to evaluating youth programs.

Online Handbooks and Textbooks for Evaluation Research
Publisher: American Evaluation Association
Description: This Web site includes a host of general and program-specific online textbooks and evaluation research handbooks.
Evaluation Research Methods
Publisher: CYFERnet
Description: This Web site includes 28 guides and articles related to conducting program evaluations. The Evaluators' Institute offers short term professional development courses for practicing evaluators.

International Organization for Cooperation in Evaluation helps legitimate evaluation and support evaluation societies, associations and networks so that they can better contribute to good governance, effective decision making and strengthen the role of civil society.

The National Legislative Program Evaluation Society offers a wealth of learning and professional development opportunities for program evaluators, whether new or experienced. Includes links to state offices of program evaluation and/or performance auditing in the USA.

The American Evaluation Association is an international professional association of evaluators devoted to the application and exploration of program evaluation, personnel evaluation, technology and many other forms of evaluation.
Appendix F

Where to go for Program Evaluation Coaching and Expertise

UNR Center for Research Design and Analysis
Contact: George Fernandez, Director
gcf@unr.edu; 775-784-4206

- The CRDA is an academically based, multidisciplinary statistical research and service center under the Vice President of Research at the University of Nevada, Reno.
- The Center's survey analysis mission is to provide the most valid and reliable data possible across a broad spectrum of data collection protocols and analysis activities.
- Since 1959 CRDA have completed hundreds of random digit dial survey research projects ranging from sample sizes of 600 to more than 6,000 interviews.
- CRDA utilizes a wide range of data collection techniques for telephone, mail and Internet surveys. These techniques include a state-of-the-art, computer-assisted telephone interview (CATI) system and computer-assisted personal interview (CAPI) systems.
- CRDA also uses TELEFORM, a sophisticated questionnaire design software used to fully automate large-scale questionnaire mail-out projects.
- CRDA can also assist in online survey development and analysis.
- The Center's staff provide expertise in survey research, psychometrics, Univariate and multivariate statistical analysis, research design, sampling, mathematical modeling, needs assessment and program evaluation.
- Many of the Center's research projects are aimed at solving problems and providing data and information to state and federal agencies for use in program planning and resource allocation.
- Specialized workshops training on:
  - Designing, managing, and analyzing multisite evaluations
  - Designing mail surveys
  - Designing in-person interviews
  - Designing telephone surveys
  - Designing Internet surveys
  - Linking evaluation questions to analysis techniques
  - Method of testing survey questions
  - Ways to deal with missing data
  - Quantitative data analysis
  - Qualitative data analysis
  - Selecting the most appropriate analysis techniques
  - SPSS or SAS training
  - How to understand and interpret results
UNR Center for Partnership Evaluation (CPE)

Contact: Elizabeth Christansen, Interim Director
echrist@unr.nevada.edu; 775-784-6995

CPE provides a range of services from technical assistance to full external evaluations to numerous organizations and agencies using a partnership evaluation model. Partnership evaluation represents a shared and active approach to critical inquiry, with evaluators sharing the responsibility and commitment for evaluation with community and program stakeholders. Evaluators and stakeholders work together to assess programs or organizations and use information gleaned from the evaluation to inform decision-making and improve programs and systems.

Unlike more traditional research and evaluation designs, partnership evaluation designs are more evolutionary in nature—methodology and questions emerge as program processes evolve and as preliminary findings reveal new directions and program impacts not identified at the outset of the process. Our program evaluations blend traditional research methods and reporting, such as pre-post surveys and technical reports, with alternative methods and reporting strategies as dictated by program and client needs.

Three focal service areas of the Center for Program Evaluation are:

1. Securing grants and contracts to provide quality evaluation services for new initiatives, programs, and service delivery systems both independently and in collaboration with the University faculty and community-based partners
2. Increasing the capacity of UNR faculty, community based organizations and educational and health systems in Nevada through ongoing evaluation training, support and technical assistance
3. Providing high-quality training experiences to promote evaluation as a profession to help meet the growing demand for program evaluation services